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Abstract— The increased use of World Wide Web has overloaded the internet with huge amount of information. The information available on the 
internet is unstructured. To retrieve relevant and significant information manually from the World Wide Web becomes difficult process for the end user. 
This problem can be resolved by using query specific document summarization. Document summarization is the process of condensing the input docu-
ment  into shorter or abstract version by preserving its original content and semantics of  the given document .The various clustering techniques can be 
used for document summarization. The proposed system will get input as one query and retrieve all the documents relevant to query and on these doc-
uments different clustering techniques will be used for summary generation. The quality of summary generated from various clustering techniques will be 
compared by using various metrics such as Compression Ratio, Retention Ratio, Recall and Precision. 

INDEX TERMS—Clustering, Compression ratio, Hierarchical ,Precision ,Recall,retention ratio . 

——————————      —————————— 

1 INTRODUCTION                                                                     
The automatic text summarization is an approach through 

which computer program generates the summary or abstract 
of an input text. The generated summary or retrieved abstract 
should preserve the semantics and central idea of an input 
text. Typically there are main two approaches for automatic 
text summarization. 

a)  Generic – In which important sentences from given document 
are extracted and the extracted sentences are arranged in an 
appropriate order. 

b) Query Based text summarization - which will be used to 
generate query dependent summary, the sentences are scored 
based on the query given by user. It is one of the statistical 
methods to make a summary by extracting relevant sentences 
from a document [1].  

The criterion for extraction is given as a query .The sentences 
in the summary result are considered as most important in-
formation related to the given document.  Most of the existing 
methodologies are query independent. The exponential 
growth of information on the internet has resulted in the ex-
tensive use of web search engines. Thus web is supported by 
Information Retrieval tools, which has given rise the need of 
query specific document retrieval.  
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The number of documents retrieved by information retrieval 
system need to be summarized. The Natural language pro-
cessing is an program which deals with the interpretation of 
text .In Natural language processing the input text has to 
work out through different phases where sentences can be 
split, which goes through parsing, tokenization and finally 
chunking [7].The input  text under  processing is considered 
as a single node and each node will be compared with other 
node. The Word Net can be used for calculating weight. 
Then it is represented in the form of document graph. The 
various clustering techniques will be applied before sum-
mary generation such as DBSCAN, Hierarchical, and Fuzzy 
C-means. The summary generated from the clustering tech-
niques will be   compared to yield better query specific doc-
ument summarization algorithm. Fig (a) shows the proposed 
system architecture.  

 

 

 

 

 

 

 

 

Fig (a) System Architecture 
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2. SYSTEM IMPLEMENTATION   
The System implementation plays an important role but con-
sidered as more crucial stage where actual working system 
will be developed. The workflow is divided into following 
modules. Fig (b) shows flow throughout the system.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig(b)Flowchart for the Proposed System 

 

A.   Input text file to the system for document matrix 
generation – 

 The system accepts the  input text file. The file is read 
and stored into stream of strings. Each and every sen-
tence is represented through a node. Identifying the end 
of sentence is an important task. The symbols such as 
‘.’,’!’’?’ can be used as separators. After splitting the sen-
tences the input text is divided into separate tokens. 
Punctuation marks, spaces and terminators can be used 
as breaking characters. After tokenization POS (Part of 
Speech Tagger) is applied for grammatical semantics. The 
output of POS tagger is a single best POS tag for each 
word such as noun, verb, coordinating conjunction, verb 
and past tense. After assigning POS tags chunker is used 
to form the groups of words like noun group, verb group. 
Parsing is used to convert the input sentence into hierar-
chical structure which corresponds to the items of mean-
ing in the sentence [8]. By carrying out lexical semantics 
of the words the distance matrix is prepared from the 

parse tree generated. This distance matrix is given as in-
put to the next module for clustering. 

 B. Document Graph Generation - 

         The generated distance matrix is given as input to the 
clustering. Clustering is one of the data mining technique, 
Clustering is also called as unsupervised learning which is 
used to group the elements or objects possessing similar at-
tributes. The proposed system aims at the generation of doc-
ument graph using clustering techniques – 

              i) DBSCAN, 

             ii) Hierarchical Clustering, 

            iii) Fuzzy C-means, 

                 The document graph generated through clustering is 
send as input to the third module for similarity identification 
of sentences. 

 
i) DBSCAN :Density Based Clustering Method Based 

on Connected  Regions 

     These methods have been developed based on the notion of 
Density .The general idea behind it is to continue growing the 
given cluster as long as the density in the neighbourhood ex-
ceeds some threshold that is for each data point within a given 
cluster; the neighbourhood of a given radius has to contain at 
least a minimum number of points. The algorithm grows the 
regions with sufficiently high density into clusters of arbitrary 
shape in spatial databases with noise. The basic idea of density 
based clustering algorithm involves – 

The neighbourhood within a radius ε of a given object is called 
the ε-neighbourhood of the object. If the neighbourhood of an 
object contains at least a minimum number Midpoints, of ob-
jects is called as core object. 

  It can be expressed as follows – 

                Nε (u) = {u ε X / dist (u) ≤ (ε-neighbourhood)} 

         Directly Density Reachable – 

                 Suppose X is a given set of objects, an object u is di-
rectly density reachable from object v if u is within the ε-
neighbourhood of v and v is core object. 

          The condition for directly density reachable is as follows-  

                                       U ε N  ε (v) and 

|N ε (v)| ≥ Midpoints (core objects) 
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Fig(c) (i) Density Reachability 

 

An object u is density-reachable from object v with respect to  
ε and Midpoints in a set of objects, X, if there is a chain of ob-
jects ,u1,u2…….,un=v and un=u such that up+1 is directly den-
sity reachable from up ,  with respect to  ε and Midpoints, 

                           for  1≤ p ≤ n, up  ε  X[9]. 

 

 

 

 

 

 

 

 

 

Fig(c) (ii) Density Connectivity in density based Clustering 

 

An object u is density Connected to object v with respect to  ε 
and Midpoints in a set of objects, X, if there is an object z ε X 
such that both U and V are density reachable from o with re-
spect to  ε and MinPoints. In fig(c) M,V,O and X are core ob-
jects since each is in an ε-neighbourhood containing atleast 
three points .U is directly density reachable from M.M is di-
rectly density reachable from V and vice versa. O,X,Y are all 
density connected. For document summarization each and 
every sentence is considered as an object represented by a 
node as mentioned below, where the various clusters are 
formed and cluster which exactly contain the relevant infor-
mation is returned. 

 

ii)Hierarchical Clustering- 

                                  A hierarchical clustering method groups the 
data objects into a tree of clusters. Hierarchical clustering can 
be classified into Agglomerative and Divisive methods. 

 Agglomerative  approach is a bottom-up strategy that starts 
by placing each object in its own cluster and then merges the 
individual clusters into larger and larger clusters, until all of 

the objects are in a single cluster or certain termination condi-
tion  is satisfied. 

Divisive approach is top-down strategy reverse of agglomera-
tive approach. It starts with all objects in one cluster. It divides 
the cluster into smaller and smaller pieces, until each object 
forms a cluster on its own or until it satisfies certain termina-
tion condition. The user can specify the desired number of 
clusters as a termination condition. The measures for the dis-
tance between clusters are as follows- 

 
Min_dist :   dmin (Ci,Cj)  = minuεCi,  u’εCj  |u-u’| 
Max_dist :   dmax (Ci,Cj)  = maxuεCi,  u’ε Cj  |u - u’| 
 
Mean_dist: dmean(Ci,Cj) = |mi – mj| 
Where   |u-u’| is the distance between two objects or points u 
and u’, mi is the mean for cluster Ci and ni is the number of  

objects in Ci. 

Avg_dist : davg(Ci,Cj) = 1/ni nj ∑uεCi ∑u’εCj |u – u’| 
 

Fig(d) Hierarchical Clustering Algorithms 

 

iii) Fuzzy C-means Clustering – 

The Fuzzy C-means clustering allows the data objects to belong to 
more than one cluster. This technique is based on the minimiza-
tion of the following objective function given below –   

Wl(a)=1/  

The document graph retrieved from the clustering is traversed 
using shortest path spanning algorithm and obtained graph is 
processed using cosine similarity technique. The results obtained 
through above three clustering techniques are given as input to 
the third module to evaluate the quality of summary generated. 

 

C. Development of quantitative and qualitative metrics- 

               The summary obtained from the second module from 
different clustering is compared with the reference summary 
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obtained from human natural processing through benchmark-
ing. The parameters to be used for comparison are compres-
sion ratio, retention ratio, recall, and  precision. 

The compression ratio tells how much short text summary is 
generated than original text. The compression ratio should be 
small. The another important factor to be considered for ana-
lyzing  the quality of summary is retention ratio which tells 
how much information is retained in the summary.  

The retention ratio’s value should be large, which helps to 
identify whether summary preserves the central idea of a 
source text. 

Fig (e) shows the relation between various comparison param-
eters for evaluating the quality of a summary. 

 

Text Sum-
marizer 

CR RR Precision Recall 

 Small Large Small Large 

 
Fig(e)Comparison table for relationship between various 

metrics. 

 
Retention Ratio of summary = I(S) / I (T) 

          Where, I(S) is information retrieved in summary,           

                       I (T) Information in a given text. 

 

 

 

 

 

 

 

Fig(f) Relation Between Recall and Precision 

Precision and recall – helps to evaluate the quality of summa-
rizer, where precision is retrieved information that is relevant. 
Whereas recall is fraction of relevant data that has been re-
trieved. 

 

     Recall =Actual positive/(predicted(+ve) + predicted(-ve) )                                             

and 

    Precision   = Actual (+vet) / (predicted(+ve)+Actual (-ve))   

 

The recall should have higher value. Recall and Precision 

are inversely proportional to each other. 

I) INTRINSIC METHODS - 
                       It measures the system in of itself .which can 

be done through benchmarking where a reference summary is 
set and obtained summary is compared with benchmark 
standard. The intrinsic approach uses the coherence and in-
formativeness as measures. Many times summary generated 
through cut and paste options suffer from the parts of sum-
mary being extracted out of text, which is called as coher-
ence.To compare generated summary with the text being 
summarized in an effort to assess how much information from 
source is preserved. 

       II)  EXTRINSIC METHODS – 

                              It measures the efficiency (speed) and ac-
ceptability of generated summary in some context. Thus by 
analyzing various quantitative and Qualitative metrics and 
investigations methods such as intrinsic and extrinsic, we can 
evaluate the summary result set. 

 

4 CONCLUSION 
 

The proposed system aims at the development of system 
which will take one input file as .txt, which will be condensed 
into abstract version using DBSCAN, Hierarchical and Fuzzy 
C-means to generate query specific document summary. The 
generated summary from each and every clustering technique 
will be evaluated and compared using metrics such as com-
pression ratio, retention ratio, recall and precision, to evolve 
better query specific document summarizing clustering tech-
nique.  
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